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Abstract— Real-time systems play vital role in our modern society. They are used in critical systems that working on timely response and 

prefect result. In this paper, the multiple linear regression – machine learning method for the real time periodic task scheduling has been 

proposed. During the research work, results are gathered with different periodic process sets. Results are analyzed with respect to 

Success Ratio (SR) and Effective CPU Utilization (ECU). Regression – Machine Learning based scheduling has compared with Least 

Slack Time (LST) and Shortest Job First (SJF) with performance parameter SR and ECU. LST is dynamic scheduling algorithm and it 

performs better in case of under lead situation. It is observed that regression scheduling method is almost equal in under load situation. We 

have taken different process sets with lead from 0.5 to 5 and contains processes from 1 to 10 for results. We have implemented one tool to 

generate such kind of dataset with different values of process sets, processes in set & load that can be useful for research work. We have 

made it also available online for others. 

Index Terms— Linear Regression, LST(Least Slack Time), Machine Learning, Periodic Task, Scheduling, SJF(Shortest Job First), Soft 

Real Time System   

——————————      —————————— 

1 INTRODUCTION                                                                     

Real time systems are those which must produce the error-
less response within the finite time limit. A real time system is a 
system where the preciseness of system function depends not 
only on accurate results, but also on the time when these results 
are generated. For Example, Air-Plane Control System, Nuclear 
Plant Control System, Anti-lock brakes etc.... 

A scheduling algorithm is a set of rules that determine the 
task to be performed at a particular moment. 

Real Time Scheduling algorithms are divided into two cate-
gories static and dynamic. In case of static algorithm its applied 
priorities at initial (design) level and remain same throughout 
the task. In case of dynamic algorithm based on task priority is 
assigned dynamically runtime. 

We can make dynamic scheduling with static priority where 
Rate Monotonic (RM) and Deadline Monotonic (DM) are two 
examples of it and Earliest Deadline First (EDF) and Least laxity 
(Slack) time First (LLF) are dynamic scheduling with dynamic 
priority. 

 

1.1 Static Scheduling Algorithm 

 
Rate Monotonic Algorithm (RM) 

The Rate Monotonic (RM) scheduling algorithm assigns pri-
orities to tasks according to their periods / request rates. Specif-
ically, tasks with shorter periods will have higher priorities. 
Priorities assigned to processes are inversely proportional to the 
length of the period. RM is a fixed priority assignment because 
periods are constant: a priority Pi is assigned to the task before 
execution and does not change over time. RM is pre-emptive: 
the currently running task is pre-empted by a newly arrived 
task with shorter period. 

 In the case of the rate-monotonic scheduling algorithm, 
following are the constraints upon the process system. These 
include [6]: 

 
1. Fixed set of processes; 

2. All processes are periodic; 
3. All processes have deadline equal to period; 
4. One instance of a process must be complete before sub-

sequent instances are run; 
5. All processes have known worst-case execution times; 
6. No synchronization is permitted between processes; 
7. All processes have an initial release at time 0. 
 
In 1973, Liu and Layland [14] showed that RM is optimal 

among all fixed-priority assignments in the terms of that no 
other fixed-priority algorithms can schedule a task set that can-
not be scheduled by RM. Liu and Layland also derived the least 
upper bound of the processor utilization factor for a generic set 
of n periodic tasks [14]. 

  
Deadline Monotonic Algorithm (DM) 

The Deadline Monotonic algorithm is an optimal static prior-
ity algorithm with preemption. It schedules periodic tasks with 
deadline less than or equal to period. Each task is assigned a 
fixed priority inversely proportional to relative deadline. This 
implies that a task with a shorter relative deadline has a higher 
priority. The rate monotonic algorithm is a special case of the 
deadline monotonic approach when deadline is equal to the 
period. 

1.2 Dynamic Scheduling Algorithm 

 
Earliest Deadline First Algorithm (EDF) 

The Earliest Deadline First (EDF) algorithm is a dynamic 
scheduling algorithm that selects tasks according to their abso-
lute deadlines. Specifically, tasks which have earlier deadlines 
will be executed at higher priorities. 

EDF is a dynamic priority assignment. Moreover, it is typi-
cally executed in preemptive mode, thus the currently executing 
task is preempted whenever another periodic instance with ear-
lier deadline becomes active. 

Note that EDF doesn’t build any specific assumption on the 
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periodicity of the tasks; therefore, it can be used for scheduling 
periodic as well as aperiodic tasks. 

A set of periodic tasks is schedulable with EDF algorithm if 
and only if [2]. 

Un ≤ 1 
 

Least slack time (LST) scheduling 
This scheduling algorithm assigns highest priority to pro-

cesses that have the least "slack time". Slack time is defined as 
the difference between the deadline, the elapsed time and the 
remaining execution time. 

 
To modify the running headings, select View | Header and 

Footer. Click inside the text box to type the name of the journal 
the article is being submitted to and the manuscript identifica-
tion number. Click the forward arrow in the pop-up tool bar to 
modify the header or footer on subsequent pages. 

 
IJSER staff will edit and complete the final formatting of 

your paper. 

2 BACKGROUND WORK 

A set of rules that determine the task to be performed at a par-
ticular moment. 
 
Static Algorithms / off line Algorithms 
Applied priorities at initial level & remain same till complete 
life cycle 

 Rate Monotonic (RM) 
 Deadline Monotonic (DM) 

 
Dynamic Algorithms / Online Algorithms 
Priority assign on runtime which depended on parameters of 
task & it may change in future depending upon situation of 
given system. 

 Earliest Deadline First (EDF) 
 Least Slack Time (LST) 

Dynamic Scheduling algorithms performs better in under load 
situations while Static Scheduling Algorithms performs better 
in over load situations [2]. 
 
There are two major challenges: 

 Standard Dataset to check algorithm 
 Algorithm that can perform better in both situation 

under load & over load 
 

2.1 Machine Learning 

An application of artificial intelligence (AI) that provides sys-
tems the ability to automatically learn and improve from ex-
perience without being explicitly programmed.  
 
Unsupervised Learning 
Unsupervised learning is training of machine using non-
categorized information & allowing machine to generate out-
put for this information without any supervision. Unsuper-
vised learning is to categories information based on their pat-
terns, similarities & differences.  

For Example, one image contains multiple shapes like trian-
gles, circles, squares. Machine has no idea about shapes. But 
now machine can group shapes using their similarities & pat-
terns like all squares. 
 
Supervised Learning 
Supervised learning is learning under observation. Supervised 
learning is a learning in which machine is trained using al-
ready well labeled data. Then machine is given new unlabeled 
data to produce result from labeled data.  
Supervised learning is classified in two categories. 
 
Classification 
Classification problem is when output result is group or cate-
gory. For example, given shape is square or not. Another ex-
ample is given symptoms are of particular disease or not. 
 
Regression 
Regression is a parametric machine learning technique used to 
predict continuous (dependent variables) values from given a 
set of independent variables. 

 Multiple benefits of using regression analysis. They 
are as follows: 

 It indicates the sound relationships between depend-
ent variable and independent variable. 

 It indicates the strength of impact of multiple inde-
pendent variables on a dependent variable. 

Regression analysis also allows us to compare the effects of 
variables measured on different scales, such as the effect of 
price changes and the number of promotional activities. These 
benefits help us to eliminate and evaluate the best set of varia-
bles to be used for building predictive models. 
 
       Linear regression is used to predict a dependent variable 
value (y) based on a given independent variable (x). So, this 
regression technique finds out a linear relationship between x 
(input) and y (output). 
 
Function for Linear Regression 

Y = β0 + β1 X   (2) 
X: Input data 
Y: Output (labels to data) 
β0: Intercept 
β1: Coefficient of X 
 
There are two types of Linear Regression 
Simple Linear Regression 
In simple linear regression when we have a one input variable, 
we can use statistics to get the coefficients.  
Multiple Linear Regression 
When we have more than one input variables, we can use 
multiple linear regression to get the values of the coefficients. 

3 PROPOSED ALGORITHM 

3.1 Multiple Linear Regression  

When we want to predict value from multiple input varia-
bles then multiple regression is used. Here we have multiple 
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input variables Period, Deadline & Execution Time. 
So, Linear Regression Function will be as follows: 

Y = β0 + T β1 + C β2  (3) 
T: Period  
C: Execution Time 
Y: Output 
β0: Intercept 
β1: Coefficient of T (Period) 
β2: Coefficient of C (Execution Time) 

3.2 Algorithm 

Input: Process Set 
Output: Process to Execute 
 
1. Enter Process set 
2 .Enter Coefficients 
a. β0 Regression Coefficient 
b. β1 Period Coefficient 
c. β2 Execution Time Coefficient 
3. Declare Two Variables:  
a. MinY 
b. SelectedProcessNumber 
4. for each process in process set 
5.  Extract Period(T) & Execution       Time(C) from Process 
6.  Calculate Y = β0 + T β1 + C β2 for selected process 
7.  If first process 
8.   Set MinY = Y &   SelectedProcessNumber = Pro-

cessNumber 
9.  else if second process then check if Y < MinY 
10. If if Y < MinY  
11.   SET MinY = Y & SelectedProcessNumber = 

ProcessNumber 
12.end for 
13.return SelectedProcessNumber 

4 DATASET & EVALUATION ENVIRONMENT 

4.1 Dataset Generation 

We have analyzed during our survey that there is no source 
available for real time process dataset. So, we have developed 
one data set generator tool to generate periodic task with dif-
ferent combination of No. of Process, No. of Process Set & 
Load (CPU Utilization). We have also made it online freely 
available (www.processdataset.com). It is effort to help re-
searchers to get such dataset easily.  
 
The Following parameters need to be entered to generate da-
taset. 
1. Load (CPU Execution Time) 
2. No. of Process in One Process Set 
3. No. of Process Set   

 

4.2 Processor Utilization Factor 

We have used processor utilization factor to be the fraction of 
processor time spent in the execution of the task set. In other 
words, the utilization factor is equal to one minus the fraction 
of idle processor time. Since C/T is the fraction of processor 

time spent in executing task t, for n tasks, the utilization factor 
is mention in Equation 1: 
Example of calculation of processor utilization factor. A real 
time system consists of three tasks T1, T2, and T3. Their char-
acteristics have been shown in the following table. 
 

Process 
(P) 

Arrival Time (C) (D) (T) 

P1 00 10 20 20 

P2 10 10 40 40 

P3 30 10 50 50 

 
U = C1/T1 + C2/T2 + C3/T3 
U = 10/20 + 10/40 + 10/50 
U = 0.5 + 0.25 + 0.2 
U = 0.95 
This means that 95 percent of the processor time is used to 
execute the periodic tasks, whereas the CPU is idle in the re-
maining 5 percent. 
 

4.3 Under Load Training Data & Coefficients Derivation 

We have generated thousands of processes with load < 
1(Under Load) using our process generation tool with differ-
ent combination of No. of Process, No. of Process Sets & load.  
Then we have implemented Earliest Deadline First (EDF) al-
gorithm using GCC Complier & C Language to Schedule gen-
erated processes over 500ms time. Rate Monotonic (RM) gives 
highest priority to process with nearest deadline. 
Then we have calculated regression coefficient using our tool. 
Our tool reads time line data from excel & calculate regression 
coefficient & execution time coefficient. One Excel file contains 
50 sheets, where each sheet contains 50 process sets plotted 
over 500 ms timeline. Then our tool calculates average of all 
sheets. 
Hence, we have got coefficients for under load processes. 
 

4.4 Under Load Testing Data & Coefficients Derivation 

Then again, we have generated new processes with different 
combination of No. of Process, No. of Process Sets & load < 1 
for testing under load coefficients. 
Then we have scheduled testing data set using under load 
coefficients.  
We have calculated y parameter of our equation for all pro-
cesses & takes lowest value as first priority for scheduling. We 
have got good results. 
 

4.5 Over Load Training Data & Coefficients Derivation 

As like under load we have generated processes with load >= 
1(Over Load) using our process generation tool with different 
combination of No. of Process, No. of Process Sets & load.  
Then we have implemented Rate Monotonic (RM) algorithm 
using GCC Complier & C Language to schedule generated 
processes over 500ms time. Rate Monotonic (RM) gives high-
est priority to process with shortest period. 
Then we have calculated regression coefficient using our tool. 
Our tool reads time line data from excel & calculate regression 
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coefficient & execution time coefficient. One Excel file contains 
50 sheets, where each sheet contains 50 process sets plotted 
over 500ms timeline. Then our tool calculates average of all 
sheets. 
Hence, we have got coefficients for over load processes. 

4.6 Final Regression Coefficients 

Finally, we have calculated average of under load & over load 
coefficients. We have calculated coefficients for 6,000+ sheets 
which contains 3,00,000+ processes. 
 

Table – I Regression Coefficients 

Coefficient Value 

β0 (Intercept) 0.7233841 

β1 (Period) -0.070790128 

β2 (Deadline) -0.013595236 

β3 (Execution. Time) 0.015169379 

 
Based on above values we can understand that β0 (Intercept) 
& β3 (Execution. Time) these two coefficients have more im-
pact on dependent value. 
Therefore our equation (3) is  

Y = β0 + T β1 + C β2 

5 RESULT & ANALYSIS 

SR (Success Ratio): 
Main Key aspect of real time system is to achieve deadline. 

The most appropriate parameter for performance is the Suc-
cess Ratio (SR). It is defined as: 
ECU (Effective CPU Utilization): 

It is important that how efficiently the scheduler utilizes the 
processes, especially in overload situation. Therefore, the per-
formance parameter is Effective CPU Utilization (ECU). It is 
defined as:  

ECU= ∑_(i ∈R)Vi/T       [2](4) 
 
Where, 
V: The value of the task and 
V = Execution Time of task, if the task completes within its 

deadline. 
V = 0, it the task fails to meet the deadline. 
R: A Set of tasks, which are scheduled successfully. 

T: The Total time of scheduling 
 

Table II 
(LST, RM & ML Performance in under load) 

Load ECU % SR % 

 LST RM ML LST RM ML 

0.50 49.99 49.99 49.99 100 100 100 

0.55 54.40 54.40 54.40 100 100 100 

0.60 59.39 59.39 59.39 100 100 100 

0.65 64.35 64.35 64.35 100 100 100 

0.70 69.35 69.35 69.35 100 100 100 

0.75 74.31 74.31 74.31 100 100 100 

0.80 79.22 79.22 79.22 100 100 100 

0.85 84.16 84.16 84.16 100 100 100 

0.90 89.16 89.16 89.16 99.99 99.99 99.99 

0.95 94.17 94.08 94.08 99.93 99.99 99.93 

1.00 99.10 97.78 99.10 98.92 100 98.88 

 
Table III 

(LST, RM & ML Performance in over load) 
 

Load ECU % SR % 

 LST RM ML LST RM ML 

1.05 16.09 70.85 72.79 15.84 78.49 78.44 

1.10 8.33 75.82 77.49 7.9 80.49 80.41 

1.15 5.58 73.2 73.52 5.06 75.88 75.62 

1.20 4.21 83.5 84.43 3.67 79.47 78.64 

1.25 3.56 79.05 79.2 3.06 77.58 76 

1.30 3.09 75.66 75.76 2.53 73.81 72.03 

1.35 2.63 74.65 74.14 2.09 70.77 69.06 

1.40 2.2 83.55 83.85 1.71 75.47 74.14 

1.45 2.01 79.75 80.85 1.52 69.03 68.17 

1.50 1.83 85.27 84.25 1.33 70.33 67.8 

1.60 1.77 85.61 85.01 1.29 69.52 67.67 

1.70 1.58 86.26 84.95 1.07 65.99 63.69 

1.80 1.45 86.12 84.67 0.95 65.98 62.99 

1.90 1.31 85.83 83.44 0.85 63.51 61.2 

2.00 1.19 85.78 84.37 0.76 62.88 61.38 

2.25 1.13 84.27 82.9 0.65 56.16 54.25 

2.50 0.98 87.06 85.73 0.54 53.82 52.37 

2.75 0.91 89.21 87.04 0.47 52.07 50.61 

3.00 0.86 94.46 93.82 0.4 48.36 47.76 

3.50 0.75 93.48 92.74 0.33 44.5 43.99 

4.00 0.73 95.04 95.33 0.27 39.52 39.19 

4.50 0.71 96.77 95.82 0.24 36.45 35.96 

5.00 0.66 98.13 98.33 0.2 31.72 31.72 

 
 
 
 
 
 
 
 
 
 
 
 

Fig. 1 ECU % - LST Vs RM Vs ML 
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Fig. 2 SR % - LST Vs RM Vs ML 
 

6 CONCLUSION 

From Result Analysis we have concluded that regression 
machine learning is good approach for scheduling of periodic 
tasks in soft real time system.  

Regression machine learning performs better than EDF in 
under load situations. In over load situations, it performs 
equivalent to RM.  
It can be better by finding more parameters in future, which 
may perform better in overload situations than traditional 
algorithms. 
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